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ABSTRACT

Automatic performance debugging of parallel applications includes two main steps: locating performance bottlenecks and uncovering their root causes for performance optimization. Previous work fails to resolve this challenging issue in two ways: first, several previous efforts automate locating bottlenecks, but present results in a confined way that only identifies performance problems with a priori knowledge; second, several tools take exploratory or confirmatory data analysis to automatically discover relevant performance data relationships, but these efforts do not focus on locating performance bottlenecks or uncovering their root causes.

The simple program and multiple data (SPMD) programming model is widely used for both high performance computing and Cloud computing. In this paper, we design and implement an innovative system, AutoAnalyzer, that automates the process of debugging performance problems of SPMD-style parallel programs, including data collection, performance behavior analysis, locating bottlenecks, and uncovering their root causes. AutoAnalyzer is unique in terms of two features: first, without any prior knowledge, it automatically locates bottlenecks and uncovers their root causes for performance optimization; second, it is lightweight in terms of the size of performance data to be collected and analyzed. Our contributions are threefold: first, we propose two effective clustering algorithms to investigate the existence of performance bottlenecks that cause process behavior dissimilarity or code region behavior disparity, respectively; meanwhile, we present two searching algorithms to locate bottlenecks; second, on the basis of the rough set theory, we propose an innovative approach to automatically uncover root causes of bottlenecks; third, on the cluster systems with two different configurations, we use two production applications, written in Fortran 77, and one open source code—MPIBZIP2 (http://compression.ca/mpibzip2/), written in C++, to verify the effectiveness and correctness of our methods. For three applications, we also propose an experimental approach to investigating the effects of different metrics on locating bottlenecks.

© 2011 Elsevier Inc. All rights reserved.

1. Introduction

How to improve the efficiency of parallel programs is a challenging issue for programmers, especially non-experts without the deep knowledge of computer science, and hence it is a crucial task to develop an automatic performance debugging tool to help application programmers analyze parallel program behavior, locate performance bottlenecks (in short bottlenecks), and uncover their root causes for performance optimization.

Although several existing tools can automate analysis processes to some extent, previous work fails to resolve this issue in three ways. First, with traditional performance debugging tools [24,130], though data collection processes are often automated, detecting bottlenecks and uncovering their root causes need great manual efforts. Second, several previous efforts can only automatically identify critical bottlenecks with a priori knowledge specified in terms of either the execution patterns that represent situations of inefficient behaviors [25,42,12,43] or the predefined performance hypotheses/thresholds [14,5] or the decision tree classification trained by microbenchmarks [38]. Third, while lots of existing tools [6,18,17,19,28,38,2,33,6] take exploratory or confirmatory data analysis approaches to automatically discovering relationships of relevant performance data, these efforts do not focus on locating performance bottleneck and uncovering their root causes of performance bottlenecks.

The SPMD [7] programming model is widely used for high performance computing [10]. Recently, as an instance [26], Mapreduce-like techniques [8,39] also promote the wide use of...
the SPMD programming model in Cloud computing [10,41,40].

This paper focuses on how to automate the process of debugging performance problems of SPMD style programs: including collecting performance data, analyzing application behavior, detecting bottlenecks, and uncovering their root causes, but not including performance optimization. To that end, we design and implement an innovative system, AutoAnalyzer.

Without human involvement, our tool uses source-to-source transformation to automatically insert the instrumentation code into the source code of a parallel program, and divide the whole program into code regions, each of which is a section of code executed from start to finish with one entry and one exit. For an SPMD-style parallel program, if we exclude code regions in the master process responsible for the management routines, each process or thread should have a similar behavior. At the same time, if a code region takes up a trivial proportion of a program’s running time, the performance improvement of the code region will contribute little to the overall performance of the program. From the above intuition, in this paper we pay attention to two types of performance bottlenecks: bottlenecks that cause process or thread behavior dissimilarity, which we call dissimilarity bottlenecks, and bottlenecks that cause code region behavior disparity—significantly different contributions of code regions to the overall performance, which we call disparity bottlenecks. After collecting the performance data of code regions from four hierarchies: application, parallel interface, operating system, and hardware, AutoAnalyzer proposes a series of innovative approaches to searching code regions that are dissimilarity and disparity bottlenecks and uncovering their root causes for performance optimization. Our contributions are concluded as follows:

• For SPMD-style parallel applications, we utilize two effective clustering algorithms to investigate the existence of performance bottlenecks that cause process behavior dissimilarity or code region behavior disparity, respectively; if there are bottlenecks, we present two searching algorithms to locate performance bottlenecks.

• On a basis of the rough set theory, we propose an innovative approach to automatically uncovering root causes of bottlenecks.

• We design and implement AutoAnalyzer. On the cluster system with two different configurations, we use two production applications and one open source code—MPIZIP2 to verify the effectiveness and correctness of our system. We also investigate the effects of different metrics on locating bottlenecks. Our experiment results showed for three applications, our proposed metrics outperform the cycles per instruction (CPI) and the wall clock time in terms of locating disparity bottlenecks.

The rest of this paper is organized as follows: Section 2 formulates the problem. Section 3 outlines the related work, followed by the description of our solution in Section 4. The implementation and evaluation of AutoAnalyzer are depicted in Section 5 and Section 6, respectively. Finally, concluding remarks are listed in Section 7.

2. Problem statement

A code region is a section of code that is executed from start to finish with one entry and one exit. A code region can be a function, subroutine or loop, which can be nested within another one. After dividing the whole program into n code regions \( C_R_j, j = 1...n \), we organize \( CR_j, j = 1...n \) as a tree structure with the whole program as the root. According to the definition of the tree structure, for any node \( CR_j \), its depth is the length of the path from the root to \( CR_j \). For example, in Fig. 1, the depth of code region 1 is one. We call a code region of depth \( L \), the \( L \)-code region.

In our system, to accurately measure the contribution of each code region to the overall performance of the program, we require that code regions that have the same depth cannot be overlapped. For code regions with different depths, we encourage the nesting of code regions because deep nesting leads to fine granularity, which is helpful in narrowing the scope of the source code in locating bottlenecks. For example, in Fig. 1, for two 1-code regions, code region 1 and code region 2 do not intersect. For code region 1, its two children nodes: code region 4 and code region 6 are nested within it.

For a parallel program, if its processes or threads have a similar behavior, performance vectors of all processes or threads should be classified into one cluster, or else there are dissimilarity bottlenecks, indicating load imbalance. For each code region, if we average its performance data among all processes or threads, we can measure its contribution to the overall performance. We will identify a code region that takes up a significant proportion of a program’s running time and has the potential for performance improvement as a disparity bottleneck. Of course, we cannot exhaust all types of bottlenecks, since users hope programs to run faster and faster.

Our work focuses on how to automatically locate dissimilarity and disparity bottlenecks, and uncover their root causes for performance optimization. However, automatic performance optimization is not our target.

3. Related work

Table 1 summarizes the differences of the related systems from five perspectives: data collection, behavior analysis, bottleneck detection, uncovering root causes and performance optimization. Hollingsworth et al. [15] proposes a plan to develop a test suite for verifying the effectiveness of different tools in terms of locating performance bottlenecks. If it succeeds, this test suite can provide a benchmark for evaluating the accuracy of locating bottlenecks for different tools in terms of the false positive and the false negative. Unfortunately, this project seems to have ended without updating its web site.

The traditional approach for performance debugging is through automated data collection and visualizing performance data, while performance analysis and code optimization need great manual efforts. With this approach, application programmers need to learn appropriate tools, and rely on their expertise to interpret data and its relation to the code [28] so as to optimize the code. For example, HIPViewer [24], HPCTOOLKIT [1], and TAU [30] display the performance metrics through a graphical user interface. Users depend on their expertise to choose valuable data, which is hard and tedious.

With a priori knowledge, previous work proposes several automatic analysis solutions to identify critical bottlenecks. The
EXPERT system [25,42,12,43] describes performance problems using a high level of abstraction in terms of execution patterns that result from an inefficient use of the underlying programming models, and performs trace data analysis using an automated pattern-matching approach [43]. The Paradyn parallel performance tool [14] starts searching for bottlenecks by issuing instrumentation requests to collect data of a set of pre-defined performance hypotheses for the whole program. Paradyn starts its search by comparing the collected performance data with the pre-defined thresholds, and the instances where the measured value for the hypothesis exceeds the threshold are defined as bottlenecks [5]. Paradyn starts a hierarchical search of the bottlenecks, and refines this search by using stack sampling [29] and pruning the search space through considering the behavior of the application during previous runs [20]. Using a decision tree classification, which is trained by the microbenchmarks that demonstrate both efficient and inefficient communication, Vetter et al. [38] automatically classify individual communication operations, and reveal the cause of communication inefficiencies in the application. The Aksum tool [11] automatically performs multiple runs of a parallel application and detects performance bottlenecks by comparing the performance achieved varying the problem size and the number of allocated processors. The key idea in the work of [22,23] is to extract performance knowledge from parallel design patterns or models that represent structural and communication patterns of a program for performance diagnosis.

Several previous efforts propose exploratory or confirmatory data analysis [28] or fuzzy set methods [34] to automated discoveries of relevant performance data. The PerfExplorer tool [18,17,19] addresses the need to manage large-scale data complexity using techniques such as clustering and dimensionality reduction, and performs automated discovery of relevant data relationships using comparative and correlation analysis techniques. By clustering thread performance for different metrics, PerfExplorer should discover these relationships and which metrics best distinguish their differences. Calzarossa et al. [6] proposes a top–down methodology towards automatic parallel performance analysis of parallel applications: first, they focus on the overall behavior of the application in terms of its activities, and then they consider individual code regions and activities performed within each code region. Calzarossa et al. [6] utilizes clustering techniques to summarize and interpret the performance information by identifying patterns or groups of code regions characterized by a similar behavior. Ahn et al. [2] use several multivariate statistical analysis techniques to analyze parallel performance behavior, including cluster analysis and F-ratio, factor analysis, and principal component analysis. Ahn et al. [2] show how hardware counters could be used to analyze the performance of multiprocessor parallel machines. The primary goal of the SimPoint system [31] is to reduce long-running applications down to tractable simulations. Sherwood et al. [31] define the concept of basic block vectors, and use those concepts to define the behavior of blocks of execution, usually one million instructions at a time. Truong et al. [35,34] propose a fuzzy set approach to search bottlenecks. However, it does not intend to uncover the root causes of bottlenecks. Tallent et al. [32] propose the approaches to measure and attribute parallel idleness and parallel overhead of multi-threaded parallel applications.

Tiwari et al. [33] describes a scalable and general-purpose framework for auto-tuning compiler-generated code, which generates in parallel a set of alternative implementations of computation kernels and automatically selects the one with the best-performing implementation. Tu et al. [36,37] propose a new parallel computation model to characterize the performance effects of the memory hierarchy on multi-core clusters in both vertical and horizontal levels. Babu et al. [4] make a case for techniques to automate the setting of tuning parameters for MapReduce programs. Zhang et al. [44] propose a precise request tracing approach to debug performance problems of multi-tier services of black boxes.

Our system has two distinguished differences from other systems as shown in Table 1: first, in addition to automatic performance behavior analysis, we automatically locate bottlenecks of SPMD-style parallel programs without a priori knowledge; second, we automatically uncover the root causes of bottlenecks for performance optimization. With regard to proposing performance vectors to represent behavior of parallel application, AutoAnalyzer is similar to the work in [6,18,17,19,35], but we investigate the effect of different metrics on locating bottlenecks. Different from PerfExplorer [18,17,19], which leverages sophisticated clustering techniques, AutoAnalyzer adopts comparatively simple clustering algorithms, which are lightweight in terms of the size of performance data to be collected and analyzed.

4. Our solution

This section includes four parts: Section 4.1 summarizes our approach, followed by the description of the approaches to investigating the existence of bottlenecks in Section 4.2. How to locate bottlenecks is given out in Section 4.3. Finally, we propose an approach to uncovering the root causes of bottlenecks.

4.1. Summary of our approach

Our method includes four major steps: instrumentation, collecting performance data, locating bottlenecks, and uncovering their root causes.

First, we instrument a whole parallel program into code regions. Our tool uses source-to-source transformation to automatically insert instrumentation code into the source code, which requires no human involvement.

Second, we collect performance data of code regions. For each process or thread, we collect the following performance data of

<table>
<thead>
<tr>
<th>Table 1</th>
<th>The comparison of different systems. Yes indicates it is automatic; else not.</th>
</tr>
</thead>
<tbody>
<tr>
<td>System</td>
<td>Data collection</td>
</tr>
<tr>
<td>HPC viewer</td>
<td>Yes</td>
</tr>
<tr>
<td>HPC TOOLKIT</td>
<td>Yes</td>
</tr>
<tr>
<td>TAU</td>
<td>Yes</td>
</tr>
<tr>
<td>EXPERT</td>
<td>Yes</td>
</tr>
<tr>
<td>Paradyn</td>
<td>Yes</td>
</tr>
<tr>
<td>Aksum</td>
<td>Yes</td>
</tr>
<tr>
<td>Perf explorer</td>
<td>Yes</td>
</tr>
<tr>
<td>Tallent et al. [32]</td>
<td>/</td>
</tr>
<tr>
<td>Auto analyzer</td>
<td>Yes</td>
</tr>
</tbody>
</table>

\( a \) with a priori knowledge. 
\( b \) with a priori knowledge. 
\( c \) with a priori knowledge.
code regions: (1) application-level performance data: \textit{wall clock time} and \textit{CPU clock time}; (2) hardware counter performance data: \textit{clock cycle}, instructions retired, \textit{L1 cache miss}, \textit{L2 cache miss}, \textit{L1 cache access}, \textit{L2 cache access}; (3) communication performance data: MPI communication time—the executing time in MPI library and MPI communication quantity—the quantity of data transferred by the MPI library; (4) operation system level performance data: disk I/O quantity—the quantity of data read and written by disk I/O.

On the basis of hardware counter performance data, we obtain two derived metrics: \textit{L1 cache miss rate} and \textit{L2 cache miss rate}. For example \textit{L1 cache miss rate} can be obtained according to the formula — \textit{((L1 cache miss)/(L1 cache access))}.

Third, we utilize two clustering approaches to investigating the existence of bottlenecks. If there are bottlenecks, we use two searching algorithms to locate bottlenecks.

Finally, on the basis of the rough set theory, we present an approach to uncovering the root causes of bottlenecks.

4.2. Investigating the existence of bottlenecks

In this section, we present how to investigate existence of dissimilarity bottlenecks and disparity bottlenecks, respectively.

4.2.1. The existence of dissimilarity bottlenecks

For a SPMD program, each process or thread is composed of the same code regions. If we exclude code regions in the master process responsible for the management routines, the high behavior similarity of each process or thread indicates the balance of workload dispatching and resources utilizing, and vice versa [6]. So we use a similarity analysis approach to investigate the existence of dissimilarity bottlenecks.

The performance similarity is analyzed among all participating processes or threads to discover the discrepancy. We presume that the whole program is divided into \( n \) code regions, and the whole program has \( m \) processes or threads. In our approach, each process or thread performance is represented by a vector \( \overrightarrow{V_i} \), where \( i \) is the process or thread rank. \( T_{pi} \) represents the performance measurement of the \( t_8 \) code region in the \( t_8 \) process or thread. So \( \overrightarrow{V_i} \) is described as \( \overrightarrow{V_i} = (T_{i1}, T_{i2}, \ldots, T_{in}) \).

We define the Euclidean distance—\( \text{Dist}_y \) of two vectors \( \overrightarrow{V_i} \) and \( \overrightarrow{V_j} \) in Equation (1).

\[
\text{Dist}_y = \sqrt{(T_{i1} - T_{j1})^2 + \cdots + (T_{in} - T_{jn})^2}.
\] (1)

We choose the CPU clock time of each code region as the main measurement. Different from the wall clock time, the CPU clock time only measures the time during which the processor is actively working on a certain task, while the wall clock time measures the total time for a process to complete. We also observe the effect of choosing different metrics—the wall clock time on locating dissimilarity bottlenecks in Section 6.4.

On a basis of Eq. (1), we present a simplified OPTICS clustering method [3]—Algorithm 1 to classify all processes or threads. We choose the simplified OPTICS clustering method because it has the advantage of discovering isolated points. In this approach, the performance vector of each process or thread is considered as a point in an \( n \)-dimension space. A set of points is classified into one cluster if the point density in the area, where these point scattered, is larger than the defined threshold. If a point is not included in any clusters, we consider it an isolated point, which is also a new cluster.

For an SPMD program, if Algorithm 1 classifies performance vectors of all processes or threads into one cluster, indicating all processes have a similar performance behavior, we confirm that there are no dissimilarity bottlenecks; or else there are dissimilarity bottlenecks.

**Algorithm 1** The simplified OPTICS clustering algorithm

1. repeat
2. select a performance vector \( \overrightarrow{V_p} \) not belonging to any clusters.
3. count = 0;
4. for each point \( \overrightarrow{V_q} \) (\( q \neq p \)) in the n-dimension space do
5. if (distance (\( \overrightarrow{V_p} \), \( \overrightarrow{V_q} \)) < threshold) then
6. count++;
7. 
8. end if
9. end for
10. if count > count_threshold then
11. confirm that this is a new cluster.
12. end if
13. until all vectors are compared.

4.2.2. The existence of disparity bottlenecks

For each code region, if we average performance data among all processes or threads, we can measure its contribution to the overall performance. We will identify a code region that takes up a significant proportion of a program’s running time and has the potential for performance improvement as a disparity bottleneck.

We propose a single normalized metric, named the code region normalized metric \((\text{in short, CRNM})\), as the measurement basis for performance contribution of each code region to the overall performance of the application. For each code region, CRNM is defined in Eq. (2):

\[
\text{CRNM} = \frac{\text{CRWT}}{\text{WPWT}} \cdot \text{CPI}.
\] (2)

In Eq. (2), \( \text{CRWT} \) is the wall clock time of the code region; \( \text{WPWT} \) is the wall clock time of the whole program; CPI is the average cycles per instruction of each code region. In Section 6.4, we also investigate the effects of choosing other metrics, e.g., CPI and wall clock time of each code region, on locating disparity bottlenecks.

As shown in Fig. 2, the procedure of searching disparity bottlenecks is as follows:

First, for each process or thread, we obtain the CRNM value of each code region. If a code region is not on the call path in a process or thread, its CRNM value is zero. Since a SPMD program can contain ‘if’ statements, we obtain the average value of each code region among all processes or threads.

Second, we use a \( k \)-means clustering method [13] to classify each code region according to the average CRNM value. We choose the \( k \)-means clustering method because it can classify data into \( k \) clusters without user providing the threshold value. We define five severity categories: very high (4), high (3), medium (2), low (1), and very low (0). The \( k \)-means clustering method finally classifies each code region into one of the severity categories according to its CRNM value.

Third, if a code region is classified into one of severity categories of very high or high, we consider it as a critical code region (CCR).

4.3. Locating bottlenecks

When users confirm there are bottlenecks, they need to locate bottlenecks. We call the code region that is a bottleneck a critical code region \((\text{in short CCR})\). A CCR of depth \( L \) is called an \( L \)-CCR. If a CCR satisfies the following conditions, we call it a core of critical code regions \((\text{in short, CCCR})\): (1) the CCR is a leaf node in the code region tree; (2) for a CCR, its children nodes are not CCR. For example, in Fig. 1, both code region 6 and code region 7 are CCCR.

We propose a top-down searching algorithm—Algorithm 2 to locate dissimilarity bottlenecks as follows:
on which users should focus for performance optimization. If the number of clusters or members of a cluster change, we think the clustering result changes, or else not.

We also propose a simple searching algorithm to refine the scope of disparity bottlenecks as follows:

- If a leaf node $j$ is a CCR, then the code region $j$ is a CCCR.
- For a non-leaf CCR $j$, if its severity degree is larger than that of each child node, then we consider the code region $j$ as a CCCR.

### 4.4. Root cause analysis

In this section, we introduce the background material of the rough set theory, and present the approaches to recovering roots causes of dissimilarity and disparity bottlenecks, respectively.

#### 4.4.1. The rough set theory [16, 21, 27]

The rough set approach is a data mining method that can be used for classifying vague data. In this paper, we use the rough set approach to uncovering the root causes of dissimilarity and disparity bottlenecks.

We start with introducing some basic terms, including information system, decision system, decision table, and core.

An information system is a pair $\Lambda = (U, A)$, where $U$ is a non-empty finite set of objects, called the universe, and $A$ is a non-empty finite set of attributes such that $a : U \rightarrow V_a$ for every $a \in A$. The set $V_a$ is called the value set of $a$.

A decision system is any information system of the form $\Lambda = (U, A \cup d)$, where $d \notin A$ is the decision attribute. The elements of $A$ are called conditional attributes.

As shown in Table 2, a decision table is used to describe the decision system. Each entry of a decision table consists of three parts: object ID, conditional attributes, and decision attribute. For example, in Table 2, the set of object IDs is $\{0, \ldots, 3\}$, the set of attributes is $\{a_1, \ldots, a_4\}$, and the set of decisions is $\{N, P\}$.

<table>
<thead>
<tr>
<th>ID</th>
<th>$a_1$</th>
<th>$a_2$</th>
<th>$a_3$</th>
<th>$a_4$</th>
<th>decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>False</td>
<td>N</td>
</tr>
<tr>
<td>1</td>
<td>sunny</td>
<td>hot</td>
<td>high</td>
<td>True</td>
<td>N</td>
</tr>
<tr>
<td>2</td>
<td>overcast</td>
<td>hot</td>
<td>high</td>
<td>False</td>
<td>P</td>
</tr>
<tr>
<td>3</td>
<td>sunny</td>
<td>cool</td>
<td>low</td>
<td>False</td>
<td>P</td>
</tr>
</tbody>
</table>

The core attributions are those that are critical to distinguishing with the decision attributes. How to find the core attributions is a main research field in the rough set approach. One of the solutions is to create a discernibility matrix [21] according to the decision table, and then obtain the core attributions using a discernibility matrix as follows:

For a decision system, its decision-relative discernibility matrix is a symmetric $n \times n$ with entries $c_{ij}$ given in Eq. (3). Each entry thus consists of the set of attributes upon which $x_i$ and $x_j$ differ [21].

$$
c_{ij} = \begin{cases} 
(a \in \Lambda(x_i) \neq a \in \Lambda(x_j)) & \text{if } d(x_i) \neq d(x_j) \\
(\phi) & \text{otherwise}
\end{cases}
$$

A discernibility function $f_A$ for the decision table $\Lambda$ is a Boolean function of $m$ Boolean variables $a_1, a_2, \ldots, a_m$ defined in Eq. (4). For example, for Table 2, the discernibility functions are shown in Eq. (5) (see Fig. 3).

$$
f_A(a_1, \ldots, a_m) = \bigvee \big\{ c_{ij} \mid 1 \leq i < j \leq n, c_{ij} \neq \phi \big\}. 
$$

The core attributions are the same conjunctive terms shared by the discernibility functions of each object, which are defined in Eq. (4).

$$
f_A(a_1, a_2, a_3, a_4) = (a_1 \land (a_2 \lor a_3)) \\
(a_1 \lor a_4) \land (a_2 \lor a_3 \lor a_4)
$$

#### Algorithm 2

The searching algorithm for dissimilarity bottlenecks

1: CCR_set=null;
2: for each code region $j, j = 1 \ldots n$ do
4: $T_{backupj} = T_j, i = 1 \ldots m$.
5: if its depth is greater than one then
6: $T_j = 0, i = 1 \ldots m$.
7: end if
8: Obtain the clustering results.
9: for each code region $j, j = 1 \ldots m$ do
11: if its depth is equal with one then
12: $T_j = 0, i = 1 \ldots m$.
13: Obtain the new clustering results.
14: if the clustering result changes then
15: Add code region $j$ into CCR_set.
16: Recursively analyze children of code region $j$.
18: for each code region $k$ do
19: Obtain the new clustering results.
20: if the clustering result does not change then
21: Add code region $k$ into CCR_set.
22: if (CCR $k$ is a leaf node) or (its any child is not a CCR) then
23: CCR $k$ is a CCCR.
25: end if
26: end for
27: $T_j = T_{backupj}, i = 1 \ldots m$.
28: end if
29: end if
30: end for
31: if CCR_set is null then
32: Combine s adjacent 1-code regions into composite code regions without overlapping, $s \geq 2$.
33: Repeat the above analysis.
34: if CCR_set is null and $s < (r - 1)$ then
35: increment s and repeat the above analysis.
36: end if
37: end if

According to Line 17–26 in Algorithm 2, a CCCR has higher effect on the clustering results than the other children of its parent CCR, and hence we only consider CCCR as dissimilarity bottlenecks.
According to Eq. (5), the same conjunctive terms are \( \{a_1, a_2\} \) or \( \{a_1, a_2\} \), which are the core attributions of Table 2.

4.4.2. Root cause analysis

For performance optimization, users need to know the root causes of bottlenecks. In this section, we propose the rough set theory based approach to uncovering the root causes of dissimilarity and disparity bottlenecks, and give suggestions for performance improvements.

As shown in Fig. 4, we create a decision table for dissimilarity bottlenecks as follows: we choose the rank of each process as the object ID. We select L1 cache miss rate, L2 cache miss rate, disk I/O quantity, network I/O quantity and instructions retired as five different attributions \( a_{1,5} \).

We take the attribution \( a_1 \) (L1 cache miss rate) as an example. For process \( i \), the entry of the decision table corresponding to \( a_1 \) is obtained as follows:

For the performance vector \( T_{ij} \), where \( i = 1 \ldots m \), we assign \( T_{ij} \) with the L1 cache miss rate of the \( j \)th code region in process \( i \).

After having created the performance vector, we use the simplified OPTICS clustering algorithm to classify performance data. If \( T_{ij} \) is classified into a cluster with the ID of \( x \) according to the approach introduced in Section 4.2.1, for process \( i \), we assign the entry corresponding to \( a_1 \) with \( x \).

For process \( i \), the decision value is the ID of the cluster into which process \( i \) is classified according to the metrics of the CPU clock time.

For disparity bottlenecks, we create a decision table as follows:

We use the code region ID to identify each table entry. We also select L1 cache miss rate, L2 cache miss rate, disk I/O quantity, network I/O quantity and executing instruction number as five different attributions.

We take attribution \( a_1 \) (L1 cache miss rate) as an example. For code region \( j \), the element of the decision table corresponding to \( a_1 \) is obtained as follows:

For each code region, we obtain the average L1 cache miss rate in all processes or threads. We use the K-means clustering algorithm to classify the average L1 cache miss rates of each code region into five categories: very high (4), high (3), medium (2), low (1), and very low (0). For code region \( j \), if its severity category is higher than medium, we assign the entry corresponding to the attribution \( a_1 \) with 1, otherwise 0.

For code region \( j \), if it is a disparity bottleneck according to the approach proposed in Section 4.2.2, then the decision value is 1, otherwise 0.

After having created the decision table, we obtain the core attributions according to the approaches proposed in Section 4.4.1. Since the core attributions are the ones that have dominated effects on the decision, we consider them as the root causes of disparity bottlenecks (see Fig. 5).

5. AutoAnalyzer implementation

In order to evaluate the effectiveness of our proposed methods, we have designed and implemented a prototype, AutoAnalyzer. Presently, AutoAnalyzer supports debugging of performance problems of SPMD style MPI applications, written in C, C++, FORTRAN 77, and FORTRAN 90. We are also extending our work to MapReduce [8] and other data-parallel programming models [39].

Fig. 5. The approach to uncover the root causes of disparity bottlenecks.
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interface hierarchy, we have implemented an MPI library wrapper to record the behavior of MPI routines of both point-to-point and collective communication. The wrapper is implemented by wrapping the MPI standard profiling interface—PMPI. In the wrapper, we instrumented codes to collect performance data of the MPI library, e.g., the executing time and the quantity of data transferred in MPI library.

In the operating system hierarchy, we use systemtap ([http://sourceware.org/systemstap/](http://sourceware.org/systemstap/)) to monitor disk I/O, recording the execution time and quantity of data read and written in I/O operations. Systemtap is based on Kprobe, which is implemented in the Linux kernels. Kprobe can instrument the system calls of the Linux kernel to obtain the executing time and function parameters as well as I/O quantity.

In the hardware hierarchy, we use PAPI ([http://icl.cs.utk.edu/papi/](http://icl.cs.utk.edu/papi/)) to count hardware events, including L1 cache miss, L1 cache access, L2 cache miss, L2 cache access, and instructions retired.

**Data management.** We collect all performance data on different nodes and send them to one node for analysis. All data are stored in XML files.

**Data analysis.** We analyze performance data of code regions so as to search bottlenecks and uncover their root causes.

Before using AutoAnalyzer, users need to perform the following setup work. Before installing PAPI, they must make sure that the kernel has been patched and recompiled with the PerfCtr or Perfmon patch. Then they can compile the PAPI source code to install it. SystemTap is also dependent upon the installation of several packages: kernel-debuginfo, kernel-debuginfo-common RPMs, and the kernel-devel RPM. Before installing Systemtap, users need to install these packages. However, with the support of state-of-the-practice operating system deployment tool, like SystemImager, which is open source, we can automate the deployment of AutoAnalyzer.

6. Evaluation

In this section, we use two production parallel applications, written in Fortran 77, and one open-source parallel application, written in C++, to evaluate the correctness and effectiveness of AutoAnalyzer.

The first program is ST, which calculates the seismic tomography using a refutations method. ST is on production use in the largest oil company in China. Fig. 7 shows the model obtained with ST. The second one is a parallel NPAR1WAY module of SAS. SAS is a system widely used in data and statistical analysis. The third one is MP1BZIP2—a parallel implementation of the bzip2 block-sorting file compressor that uses MPI and achieves significant speedup on cluster machines ([http://compression.ca/mpibzip2/](http://compression.ca/mpibzip2/)).

In Sections 6.1–6.3, for three applications we choose the CPU clock time as the main performance measurement for searching dissimilarity bottlenecks, and our proposed CRNM as the main performance measurement for disparity bottlenecks, respectively. In Section 6.4, we investigate the effects of different metrics on locating bottlenecks.

### 6.1. ST

In this section, we use our tools to locate performance problems of a production parallel application of 4307-line code. To identify a problem, a user of our tools does little to start. The tool automatically instruments the code. After analysis, the tool informs the user about bottlenecks and their root causes. For ST, it took about 2 days for a masters student in our lab to locate bottlenecks and rewrite about 200 lines to optimized the code.

**Out testbed is a small-scale cluster system, connected with 1000 Mbps networks. Each node has two processors, each of which is an AMD Opteron with 64 KB L1 data cache, 64 KB L1 instruction cache, and 1 MB L2 cache. The OS version is `linux-2.6.19`.**

In the rest of this section, we give details of locating bottlenecks and optimizing performance. Section 6.1.1 reports a case study of ST with coarse-grain code regions for locating bottlenecks and optimizing applications. Section 6.1.2 reports a case study of ST with fine-grain code regions.
6.1. Locating bottlenecks and optimizing applications

To reduce the number of code regions, AutoAnalyzer supports an instrumentation mode that allows a user to select whether to instrument functions or procedures, or outer loops. In this subsection, we instrument ST into 14 coarse-grain code regions, and Fig. 8 shows the code region tree. For ST, a configuration parameter—the shot number decides the amount of data input. For this experiment, the shot number is 627.

According to the similarity analysis approach proposed in Section 4.3, AutoAnalyzer outputs the analysis result for each process behavior of ST, which is shown in Fig. 9. We can find that all processes are classified into five clusters. For an SPMD program, the analysis results indicate that dissimilarity bottlenecks exist. According to the searching result, we can conclude that code region 11 and code region 14 are CCRs. Since code region 11 is the child node of code region 14, we consider code region 11 as a CCCR, which is the location of the problem.

We create a decision table to analyze the root causes of code region 11.

Table 3 shows the decision table. In the decision table, the attributes $a_{i}$, $k=1,2,3,4,5$ represents L1 cache miss rate, L2 cache miss rate, disk I/O quantity, network I/O quantity, and instructions retired, respectively. Fig. 10 shows the discernibility matrix.

According to the approach proposed in Section 4.4.1, we find that $a_5$ is the core attribution, which indicates that the variance of instructions retired in different processes is the root cause of code region 11.

Fig. 11 verifies our analysis, from which we can discover obvious differences of instructions retired of code region 11 among different processes.

Using the $K$-means clustering approach, AutoAnalyzer outputs the analysis result for each code region of ST, which is shown in Fig. 12. The severity degree of code region 14, code region 11, code region 8 is larger than medium, respectively. According to the analysis result, we confirm that code regions 14, code region 11 and code region 8 are CCR. Since code region 11 is nested within code region 14 and the severity degree of code region 11 is the same as code region 14, so code region 11 is a CCCR. Since no code region is nested in code region 8, so code region 8 is also a CCCR. We focus on code region 8 and code region 11 for performance optimization (see Fig. 13).

We analyze the root causes of disparity bottlenecks with the rough set approach. The decision table is shown in Table 4. In the decision table, attribution $a_{i}$, $k=1,2,3,4,5$ represents L1 Cache miss rate, L2 cache miss rate, disk I/O quantity, network I/O quantity, and instructions retired, respectively.

According to the approach proposed in Section 4.4.1, we find that $\{a_2, a_4\}$ is the core attribution, which indicates high L2 cache
miss rate and high disk I/O quantity are the root causes of disparity bottlenecks. Then we search the decision table and find that the root cause of code region 8 is high disk I/O quantity and the root cause of code region 11 is high L2 cache miss. From the performance data, we can observe that the disk I/O quantity of code region 8 is as high as 106 G and the L2 cache miss rate of code region 11 is high as 17.8%.

In order to eliminate the dissimilarity bottleneck—code region 11, we replace the static load dispatching in the master process, adopted in the original program, with a dynamic load dispatching mode. After the optimization, we use AutoAnalyzer to analyze the optimized code again. The analysis results show that all processes, excluding the code regions in the master process responsible for the management routines, are classified into one cluster, indicating that all processes have a similar performance with balanced workloads.

We take the following approaches to optimizing the disparity bottlenecks—code region 8 and code region 11. First, we improve code region 8 by buffering as much data as possible into the memory. Second, we improve the data locality of code region 11 by breaking the loops into small ones and rearranging the data storage.

We use AutoAnalyzer to analyze the optimized code again. The new analysis results show that code region 8 is not a disparity bottleneck again, while code region 11 is still a disparity bottleneck, but the average CRNM value of code region 11 decreases from 0.41 to 0.26. The root cause of code region 11 is no longer the high L2 caches miss rate, but the large quantity of instructions retired.

Fig. 14 shows the performance of ST before and after the optimization. With the disparity bottlenecks eliminated, the performance of ST rises by 90% in comparison with the original program.

6.1.2. A case study of ST with fine-grain code regions

In this subsection, on the basis of the code region tree shown in Fig. 8, we divide the program into fine-grained code regions, which is shown in Fig. 15. To save time, we choose the shot number as 300, and the run time of the application is about 9815.52454 s. Please note that with the exception of newly added code regions, the same code regions in Figs. 8 and 15 keep the same ID.

We use the simplified OPTICS clustering algorithm to find dissimilarity bottlenecks. From the analysis results, we can find that code region 14, code region 11, and code region 21 are CCRs. Since code region 21 is nested within code region 11 and the latter is also nested within code region 14, we confirm that code region 21 is a CCCR, which is the location of the problem.

From Figs. 8 and 15, we can observe the newly identified dissimilarity bottleneck—code region 21 is nested within code region 11, which is identified as a dissimilarity bottleneck in Section 6.1.1 when a coarse-grain code region tree is adopted. We also use the k-means clustering approach to locate disparity bottlenecks. From the analysis results, we conclude code region 19 and code region 21 are disparity bottlenecks.

From Figs. 8 and 15, we can observe the newly identified disparity bottlenecks—code region 19 and code region 21 are
nested within code region 8 and code region 14, respectively, which are identified as disparity bottlenecks in Section 6.1.1 when a coarse-grain code region tree is adopted. These results show our two-round analysis, introduced in Section 5, indeed can refine the scope of both dissimilarity bottlenecks and disparity bottlenecks. Fig. 16 shows the variance of instructions retired of code region 21 in different processes.

6.2. NPAR1WAY

NPAR1WAY is a module of the SAS (Statistical Analysis System) responsible for reading, writing, managing, analyzing, and displaying data. SAS is widely used in data and statistical analysis. The parallel NPAR1WAY module uses MPI to calculate the exact p-value to achieve high performance. AutoAnalyzer divides the whole program into 12 code regions to separate functions, subroutines, and outer loops.

Out testbed is a small-scale cluster system. Each node has two processors, each of which is a 2 GHz Intel Xeon Processor E5335 with quad cores, 128 KB L1 data cache, 128 KB L1 instruction cache, and 8 MB L2 cache. The operating system is Linux 2.6.19.

6.2.1. Bottleneck detection

The analysis results of AutoAnalyzer shows all processes are classified into one cluster, which indicates that no dissimilarity bottleneck exists. AutoAnalyzer also analyzes the application performance from the perspective of each code region. The analysis results show that the severity degrees of code region 3 and code region 12 are larger than medium, and we consider them as CCR. Because there are no nested code regions in code region 3 and code region 12, both of two code regions are CCRs, which we consider disparity bottlenecks (see Fig. 17).

We also use the rough set approach to uncover the root causes of disparity bottlenecks. In the decision table, the attributes \( \alpha_{4,5} \) are the core attributes, which indicates that both high network I/O quantity and high instructions retired are root causes of the disparity bottlenecks. Then we search the decision table and find that code region 3 has a high quantity of instructions retired. Meanwhile code region 12 has both high quantity of instructions retired and high network I/O quantity. From the performance data, we can see that instructions retired of code region 3 and code region 12 take up 26% and 60% of the total instructions retired of the program, respectively. At the same time, the network I/O quantity of code region 12 takes up 70% of the total network I/O quantity of the program.

6.2.2. The performance optimization

According to the root causes uncovered by AutoAnalyzer, we optimize the code to eliminate the disparity bottlenecks. The performance of NPAR1WAY rises by 20% after the optimization.

We optimize code region 3 and code region 12 by eliminating redundant common expressions. For example, there is one common multiplication expression occurring three times in code region 3. We use one variable to store the results of the multiplication expression at its first appearance, and later directly use the variable to avoid subsequent redundant computation. In this way, we can decrease massive instructions by eliminating redundant common expressions in deep loops.

Then we analyze the code again. For the optimized code region 3, the analysis results show that the quantity of instructions retired and the wall clock time are reduced by 36.32% and 20.33%, respectively. For the optimized code region 12, the analysis results show that the instructions retired and the wall clock time are reduced by 16.93% and 8.46%, respectively. For code region 12, we fail to eliminate high network I/O quantity.

6.3. Analysis of an open source application—MPIBZIP2

MPIBZIP2 is a parallel implementation of the bzip2 block-sorting file compressor that uses MPI and achieves significant speedup on cluster machines. The output is fully compatible with the regular bzip2 data so any files created with MPIBZIP2 can be uncompressed by bzip2 and vice-versa. This software is open source and distributed under a BSD-style license. AutoAnalyzer divides the whole program into 16 code regions to separate functions, subroutines, and outer loops. Fig. 18 shows the code region tree. Our testbed is just the same as that in Section 6.2.

Excluding the code regions that are responsible for management routines in the master process, we use the simplified OP-TICS clustering algorithm to find dissimilarity bottlenecks. From the analysis result, we find all processes are classified into one cluster, and we confirm that there are no dissimilarity bottlenecks in MPIBZIP2. We also use the K-means clustering approach to analyze the disparity bottlenecks. The analysis results show that the severity degrees of code region 6, and code region 7 are larger than medium, and we consider them as CCR. Since there are no nested code regions in code region 6 and code region 7, both of two code regions are CCRs, which we consider disparity bottlenecks. Fig. 19 shows the average CRNM of each code region of MPIBZIP2.

We uncover the root causes of disparity bottlenecks with the rough set approach. In the decision table, the attributes \( \alpha_{k,4,5} \) represent L1 cache miss rate, L2 cache miss rate, disk I/O quantity, network I/O quantity and instructions retired, respectively.

Through analyzing the discernibility matrix, we deduce that \( \{a_4, a_5\} \) are the core attributes, which indicates that network I/O quantity and instructions retired are root causes of the disparity bottlenecks. Then we search the decision table and find that the root cause of code region 6 is high quantity of instructions retired and the root cause of code region 7 is high...
network I/O quantity. From the performance data, we also observe that instructions retired of code region 6 take up 96% of the total instructions retired of the program. At the same time, the network I/O quantity of code region 7 take up 50% of the total network I/O quantity of the program.

Through reading the source code, we found out that code region 6 calls the `BZ2_bzBuffToBuffCompress()` function to compress the data. `BZ2_bzBuffToBuffCompress()` is a third-party function and packaged in the static library libbz2.a of bzip2. Code region 7 calls `MPI_Send()` to send the compressed data to the master process. Those two bottlenecks are difficult to optimize. For the first bottleneck, we need to improve the mature compression algorithm; for the second bottleneck, we need to decrease the data transferred to the master process, however the data has been compressed. We failed to optimize the code.

6.4. Effect of different metricson bottleneck detections

For three applications, we investigated the effect of different metrics on locating bottlenecks. For ST, NPAR1WAY, and MPIBZIP2, the number of code regions is 14, 12, and 16, respectively. For ST, we performed experiments on the same testbed as that in Section 6.1, but the shot number was changed from 627 to 300 to save time. For two other applications, the testbed is the same as that in Section 6.2.

We choose the CRNM value, the CPI, and the wall clock time of each code region as the main performance measurement to locate disparity bottlenecks, respectively.

Our experiment shows CRNM is more valuable than CPI or the wall clock time on locating disparity bottlenecks. For example, for ST, using CRNM, AutoAnalyzer identifies code region 8, code region 11, and code region 14 as CCR, and we significantly improve the application performance through optimizing them, as shown in Section 6.1.1: using the average wall clock time of each code region, AutoAnalyzer identifies code region 2, 5, 6, 10 as disparity bottlenecks in addition to code region 8, 11 and 14. From Fig. 20, we can observe code region 2, 5, 6, 10 take up a trivial proportion of the running time of the application. Using CPI, AutoAnalyzer identifies code region 2, 8 as disparity bottlenecks, while code region 11 and code region 14, which take up most of the running time of the application, are ignored.

Figs. 20–22 show the average wall clock time and CPU clock time, the average CRNM, and CPI of each code region of ST, respectively.

CRNM is more valuable than CPI or wall clock time on locating disparity bottlenecks because of the following two reasons: first, by using the ratio of the wall clock time of a code region to the wall clock time of the whole program, our metrics can judge the performance contribution of a code region to the overall performance of a program. Second, CPI measures the efficiency of instruction execution. Derived from the total instructions retired and the total executing cycles, CPI is a basic metric that reflects all hardware events: cache or TLB miss, cache line invention, pipeline stall caused by data dependency or branch mis-prediction and so on. So our normalized CPI represents a measurement of the importance of a code region to the overall performance of the application.
We choose the wall clock time and the CPU clock time as the main measurement to locate dissimilarity bottlenecks, respectively. For three applications, we utilize two metrics to locate dissimilarity bottlenecks, respectively. As an example, Fig. 20 compares the average wall clock time and the average CPU clock time of each code region of ST, and Fig. 23 shows the wall clock time and the CPU clock time of code region 11 of ST in different processes, which is identified as a dissimilarity bottleneck in Section 6.1.1. Though two measurements have some differences, our results show they have the same effects on locating dissimilarity bottlenecks.

7. Conclusions

This paper presented a series of innovative methods in automatic performance debugging of SPMD-style parallel programs. For SPMD-style parallel applications, we utilized two effective clustering algorithms to investigate the existence of two types of bottlenecks: dissimilarity bottlenecks that cause process behavior dissimilarity and disparity bottlenecks that cause code region behavior disparity; if there are bottlenecks, we presented two searching algorithms to locate performance bottlenecks. On the basis of the rough set theory, we proposed an innovative approach to automatically uncover root causes of bottlenecks. We designed and implemented AutoAnalyzer. On the cluster systems with two different configurations, we used two production applications and one open source code—MPIBZIP2 to verify the effectiveness and correctness of our methods. Meanwhile, we also investigate the effects of different metrics on locating bottlenecks, and our experimental results showed for three applications, our proposed metrics—CRNM outperforms CPI and wall clock time in terms of locating disparity bottlenecks; the wall clock time and the CPU clock time have the same effects on locating dissimilarity bottlenecks.

In the near future, we will extend our method to more generalized parallel applications beyond the SPMD style.
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